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          It is always a good practice to “know” your 
data before performing data analysis. Visualizing your 
data by creating descriptive plots provides an initial 
assessment of the data distribution as well as possi-
ble outliers. However, there are controversies regard-
ing how to identify outliers and how to handle outliers 
in data analysis. Therefore, before looking into these 
specific cases, let’s start with the definition of an out-
lier.

        1. What is an outlier?

           The commonly used definition of an outlier is 
“an observation that deviates so much from other ob-
servations as to arouse suspicion that it was generat-
ed by a different mechanism” (Hawkins, 1980). There 
are also several similar definitions, such as “an ob-
servation in a data set which appears to be inconsis-
tent with the remainder of that set of data” (Johnson, 
1992), and “an observation that appears to deviate 
markedly from other members of the sample in which 
it occurs” (Barnett and Lewis, 1994).

       2. Why do we care about outliers?

         Outliers can cause serious problems in data 
analysis. First, most parametric analysis methods 
require valid data distribution assumptions, and the 

existence of outliers very often results in the viola-
tion of such assumptions. Second, outliers increase 
data variation and thus reduce the power of statistical 
tests, which is not desirable. Third, if outliers reflect a 
mixture of observations from a population other than 
the target population, analyzing data with such outli-
ers produces biased estimations of the target popu-
lation parameters. In addition, outliers might be erro-
neous observations, e.g., errors occurred during data 
input. Therefore, to achieve meaningful and unbiased 
data analysis, outliers have to be appropriately iden-
tified and handled. 
  
       On other occasions, outliers might, however, 
be the observations of interest. For example, an ab-
normal diagnosis test result might indicate a potential 
health problem, and thus patients with abnormal re-
sults are a possible focus of inquiry.

            I have recently completed data collection for two of my research projects. Now, I am creating some histograms 
to visualize the distributions of important variables. To my surprise, there seems to be some extreme observations. For 
example, in one project, one ICU patient has a BMI value of 3.1; in another project, two patients who experienced 
stroke have CSF protein levels above 1,500 mg/dL. Based on my experience, these values seem to be unusual. Should 
I call them outliers? If so, how should I deal with such outliers?

        3. How do we find outliers?

         There are a number of criteria for identifying 
outliers, including visual inspection and analytic pro-
cedures. 

      3.1 Visual inspection

              Using a boxplot to indicate outliers was initially 
introduced by Tukey in 1977. Specifically, any value 
below Q1 (the lower quartile)-1.5×IQR (Inter-Quar-
tile Range, a measure of statistical dispersion being 
equal to the difference between the upper and lower 
quartiles) or above Q3(the upper quartile)+1.5×IQR 
is considered to be an outlier. For example, in Figure 
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1A, the observation with the largest value is greater 
than Q3+1.5×IQR and thus considered to be an out-
lier.

        Although straightforward, the above univariate 
approach might not be able to detect outliers in mul-
tivariate settings. For example, the observation in red 
in Figure 1B cannot be detected as an outlier based 
on either variable x or y alone because neither the 
x nor y value of that observation is extreme. In this 
case, a scatter plot works quite well, and the observa-
tion in red clearly deviates from all other observations 
in a scatter plot.
        
    3.2 Analytic procedures

         There are a number of statistical methods for 
identifying outliers. They can be generally catego-
rized into parametric methods and model-free meth-
ods. We will focus primarily on discussing parametric 
methods in this article.

        The general idea of the parameter methods is 
to compute the parameters assuming all data points 

come from a certain kind of statistical distribution, 
e.g., a normal distribution. The observations that have 
a low probability of coming from such a distribution 
are considered to be outliers.

3.2.1 Univariate methods

          Grubbs’s test is one of the parameter methods 
for detecting outliers in single samples. The test sta-
tistic is defined as:

                            max
                     i = 1 ,..., N l Yi - Y̅ l   ,
                                   S
 
       where Y̅   and S denote the sample mean and 
standard deviation, respectively. 

       In general, Grubbs’ test detects one outlier at 
a time. The whole process is iterative, and it stops 
once no more outliers can be detected. The grubbs.
test function in the R outliers package can be used for 
performing such a test. Note that Grubbs’ test would 
not perform well for samples with ≤ 6 observations.

Figure 1 Graphical examination of outliers

G =
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      Other univariate methods for outlier detection 
include the chi-squared test and the generalized ex-
treme studentized deviate test (Rosner, 1983).

3.2.2 Multivariate methods

          In regression analysis, abnormal observations in 
the response variable are called outliers, and abnor-
mal observations in the predictors are called leverage 
points. Although a bad leverage point can substantial-
ly distort the effect estimate of the regression slope(s), 
here we will focus mainly on issues associated with 
detecting outliers. 

         Both standardized and studentized deleted re-
siduals can be used for detecting potential outliers. 
Under model assumptions, the standardized residu-
als have a standard normal distribution. If an obser-
vation has an unusually large standardized residual, 
e.g., greater than 3, then it might potentially be an 
outlier. Similarly, the studentized deleted residuals 
follow a t distribution with n-p-1 degrees of freedom 
(Neter et al., 1996). Observations with studentized 
deleted residuals greater than 3 or less than -3 should 
be considered as potential outliers.

       Other multivariate methods for outlier detection 
use distance measures to indicate whether an obser-
vation is far away from the center of the data distri-
bution. For example, observations with a large Ma-
halanobis distance are considered as outliers. Cook’s 
D, which combines information on the residual and 
leverage, is another test statistic for detecting multi-
variate outliers. Observations with high Cook’s D val-
ues (the conventional cut-off point is 4/n) are more 
likely to be problematic.

      In both the univariate and multivariate methods 
discussed above, mean and variance-covariance 
were used for detecting outliers. However, mean and 
variance themselves are sensitive to outliers, and one 
“bad” observation might completely skew the mean 
and substantially inflate the variance, thus using ro-
bust estimates of the distribution parameters can im-
prove the performance of outlier detection. However, 
those methods are beyond the scope of this discus-

sion.

      4. How do we deal with outliers?

       There is a considerable amount of controversy 
regarding how to handle outliers, and different recom-
mendations are made for outliers of different nature.

       4.1 Illegitimate outliers

        If it can be determined that an outlier is likely 
to be caused by a known error, then the best way to 
handle such an outlier is to remove or even correct it, 
if possible. For example, the ICU patient with a BMI 
of 3.1 seems to be an obvious error.  The general 
recommendation is to review the patient database, 
check if weight and height of that specific patient were 
measured and recorded correctly, and if possible, re-
calculate the BMI. Note that if it is not feasible to cor-
rect the erroneous value, then the recommendation is 
to remove it. 

       4.2   Legitimate   outliers/outliers   with   unknown 
causes

            There is no general answer as to how to handle 
legitimate outliers or outliers with unknown causes. 
Some researchers suggest removing all detectable 
outliers so that the parameter estimates are more rel-
evant to the target population; others suggest keep-
ing outliers to avoid possible data manipulation since 
the outliers are legitimate. In fact, whether to keep or 
remove such outliers should be determined in a case 
by case manner. A danger exists that “outliers” are 
removed in a biased way in order to make the data fit 
the hypothesis. 

  4.2.1 Keep outliers

         Many researchers recommend keeping all the 
outliers in data analysis. For example, sometimes out-
liers might be just valid extreme observations due to 
random variability and reflect the inherent property of 
random sampling. If this is the case, then they should 
be kept and treated in the same manner as all other 
observations in data analysis. For example, although 
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the CSF protein level in a normal person is usually 
substantially below 100mg/dL, it is possible that pa-
tients with disrupted CSF protein reabsorption have 
CSF protein levels as high as 3,500 mg/dL (Shah and 
Kelly, 1999). Therefore the two extreme CSF protein 
level values are very likely true. After confirming that 
they are not man-made errors, we should include 
them in the data analysis.

        In situations in which outliers are associated 
with data skewness, certain transformations, e.g., log 
transformations, can mitigate the effect of outliers; 
meanwhile, the transformed data might also better 
meet the distribution assumption. For example, by 
including the two extreme values, the CSF protein 
levels have a skewed distribution, thus a log transfor-
mation would be recommended before any statistical 
testing is performed.

            Other times, if outliers distort the upper and low-
er tails of the data distribution, then the data can be 
Winsorized. By setting all outliers to a specified per-
centile of the data, e.g., a 90% Winsorization means 
setting all data below 5th percentile to the 5th per-
centile, and all data above 95th percentile to the 95th 
percentile, the effect of outliers is mitigated, while the 
ranks of the observations are preserved. Analysis can 
be performed on the Winsorized data.

      Additionally, robust methods can be used. “Ro-
bust” means less sensitive to outliers. For example, 
median is less affected by outliers compared to mean, 
and thus is a robust statistic. In terms of regression 
analysis, there are many forms of robust regressions, 
such as Least Absolute Deviations regression (abso-
lute values of the residuals are less sensitive to out-
liers than the square of residuals), Huber regression, 
Schweppe regression, and Least Median of Square 
regressions, etc. 

  4.2.2 Remove outliers

         Removing outliers even when they are legitimate 
is an entirely different opinion. Researchers who sup-
port outlier removal argue that meaningful statistical 
analysis should focus on modeling the majority of a 

population, so does the data interpretation. Mean-
while, data with outliers removed very often have less 
variation and better meet the assumptions of data 
analysis.

          However, researchers who disagree with such an 
opinion argue that removing data points on the basis 
of statistical analysis without an assignable cause is 
not a good justification. In addition, removing “detect-
able” outliers introduces new problems. For example, 
due to masking (when a group of true outliers exist, 
they can pull the mean estimate toward them, thus, 
few or none of the true outliers appear to be extreme 
values, i.e., some of the true outliers were masked by 
other outliers) and swamping (a group of true outliers 
make one or more observations appear to be outliers) 
effects, some true outliers do not appear to be outli-
ers, and thus removing one outlier introduces anoth-
er one. Therefore, removing outliers might not be a 
straightforward solution.

  4.2.3 Sensitivity analysis

          Since there are pros and cons for both keeping 
and removing outliers, many times it is prudent to per-
form analyses with and without the suspected outliers 
to see if there is any difference. If there is no differ-
ence, then it does not matter whether the outliers are 
kept. Otherwise, more work might need to be done to 
investigate the causes of the outliers. Presentation of 
both sets of results may be the best choice.

     5. Challenges in detecting and handling outliers

        There are controversies about the definition of 
an outlier and the decision whether to remove or keep 
them. Visual inspection can provide an initial assess-
ment of outliers. However, sometimes, the decision 
whether to keep or discard a data point is not clear 
cut. Other times, it might not be feasible to generate 
multi-dimensional plots, e. g., with dimensions great-
er than 3. For legitimate outliers or outliers with un-
known causes, different opinions exist. Keeping them 
means having to deal with all the problems associated 
with outliers, and removing them might introduce new 
problems. Most of the outlier detection methods have 
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their limitations, and many would not work well if the 
number of observations is small. Robust methods are 
less sensitive to outliers; however, they usually suffer 
from reduced statistical power and are computation-
al intensive. Novel statistical methods are needed for 
overcoming these limitations.

       In general, outlier detection and handling is not 
solely a statistical issue. Instead, outliers should be 
addressed in a holistic way by considering the re-
search objective, the logistic feasibility of detection 
and removal, and the statistical validity of the data as 
a whole.  


